
2333-942X/18©2018IEEE28 IEEE SyStEmS, man, & CybErnEtICS magazInE   October 2018  



 October 2018    IEEE SyStEmS, man, & CybErnEtICS magazInE 29

Digital Object Identifier 10.1109/MSMC.2018.2837151
Date of publication: 17 October 2018

Online  
Autotuning of  
a Servo Drive

by Faa-Jeng Lin, Shih-Gang Chen, Wei-An Yu,  
and Hsiao-Tse Chou

T
o achieve the optimal bandwidth at different 
speed commands, an online autotuning tech-
nique using two two-input, one-output wavelet 
fuzzy neural networks (WFNNs) for interior 
permanent magnet synchronous motor 

(IPMSM) servo drives is proposed in this article. First, the 
dynamic performance analysis of a field-oriented control 
(FOC) IPMSM servo drive system is studied. Then, two 
two-input, one-output, four-layer WFNNs are proposed for 
the online autotuning of the gains of a proportional–inte-
gral (PI) speed controller of the servo motor drive to 
search for the optimal bandwidth without using the infor-
mation of plant parameters and the characteristics of the 
servo motor drive. 

In addition, the network structure and the convergence 
analysis of the WFNNs are introduced. Finally, experimen-
tation using the IPMSM servo drive based on a floating-
point digital signal processor (DSP) is presented.

Closing in on a Servo Drive System
Since IPMSMs have many attractive characteristics, such 
as a wide speed-operation range, high power density, and 
large torque-to-inertia ratio, they have been employed in 
many industrial applications [1]. However, these motors 
are also well known for their nonlinear machine parame-
ters due to magnetic saturation, cross-coupling effects, 
and parameter dependence on temperature [2]. Therefore, 
high-quality IPMSM servo drives are required for high-
performance applications. In addition, the quality of 
servo drives is usually characterized by performance 

parameters such as the rise time, bandwidth, and sampling 
time of the controller. 

Furthermore, most servo motor drives use a cascaded 
control structure with an outer position control loop, an 
intermediate speed control loop, and an inner current/
torque control loop. And the performance of the outer con-
trol loop depends on the response time of the current con-
trol loop. Therefore, the bandwidth of the current control 
loop must be designed to be as high as possible [3]. In addi-
tion, the bandwidth depends both on plant parameters 
and the delay times, including sampling, pulsewidth modu-
lation (PWM), filter, and calculation [4]–[5]. Therefore, it is 
very difficult to quantify the optimal bandwidth of servo 
motor drives in real applications, and the design of an opti-
mal bandwidth of the speed control loop has not been fully 
explored [6]. 

On the other hand, the development of autotuning tech-
niques for the speed control loop, which usually includes 
identification of plant parameters, searching of the opti-
mal bandwidth, and tuning of the speed controller gains, is 
necessary in commercial servo motor drives. However, 
there is still no autotuning technique under development 
that will search for the optimal bandwidth of servo motor 
drives without using the information of plant parameters 
and the characteristics of servo motor drives.

The fuzzy neural network (FNN) possesses the charac-
teristic of fuzzy reasoning in handling uncertain informa-
tion and the characteristic of artificial neural networks in 
learning from processes [7]. Moreover, the wavelet neural 
network (WNN) with reduced network size has the ability 
of converging quickly with high precision owing to 
the time–frequency localization properties of wavelets 
[8]. Because of the aforementioned FNN and WNN 

Using Wavelet Fuzzy Neural Networks  
to Search for the Optimal Bandwidth

b
a

c
k

g
r

o
u

n
d

: ©
is

to
c

k
p

h
o

to
.c

o
m

/k
u

ta
y

ta
n

ir
 

m
o

to
r

: ©
is

to
c

k
p

h
o

to
/m

o
le

k
s



30 IEEE SyStEmS, man, & CybErnEtICS magazInE   October 2018  

advantages, the WFNN has been 
proposed for some advanced appli-
cations [9]–[12]. For instance, a 
fuzzy wavelet polynomial neural 
network was proposed to combine 
the advantages of the polynomial 
neural network and the WFNN 
in [12] for the applications of 
time-series prediction and regres -
sion problems. 

In this article, an intelligent 
online autotuning scheme for a PI 
speed controller using two WFNNs 
is proposed to search the optimal 
bandwidth without using the infor-
mation of plant parameters and the 
characteristics of the servo motor 
drives. The envisaged WFNN, which has two inputs and one 
output, uses the first derivative of a Gaussian function 
as its membership function. In ad dition, an IPMSM 
servo drive system using a 32-b floating-point DSP, 
TMS320F28075, is developed. From experi mentation, it 
was found that the proposed intelligent control approach 
can guarantee the optimal bandwidth at different speed 
commands.

Transfer Function of the  
IPMSM Servo Drive
An FOC IPMSM servo drive, including speed control 
loop, current regulators, voltage decoupling, and coordi-
nate transformation, is shown in Figure 1. In this figure, 

,ia  ,ib  and ic  represent the three phase currents;   vd  
and vq  represent the d  axis and q  axis stator voltages; 
id  and iq  represent the d  axis and q  axis stator cur-
rents; rm~  represents the mechanical rotor speed; P  
denotes the number of pole pairs; va  and vb  represent 
the voltage components of the IPMSM in the stationary 
frame; ia  and ib  represent the current components of 
the IPMSM in the stationary frame; the superscript * rep-
resents the reference value; and ( )e t  is the speed-track-
ing error. Since the magnetic flux mm  generated from the 
permanent magnet of the rotor is fixed in relation to the 
rotor shaft position ,rmi  the f lux position rei  can be 
determined by the shaft-position sensor. Using the FOC 
mechanism, with ,i 0d =  the electromagnetic torque Te  
is proportional to iq  [13]. In addition, two WFNNs are 
proposed to tune the PI speed controller online, where 
the inputs of the WFNN are the speed-tracking error and 
its derivative. The outputs KPT  and KIT  are the online 
incremental values of the proportional and integral 
gains, respectively.

The speed control model of the IPMSM servo drive sys-
tem is shown in Figure 2(a). The equation of the PI control-
ler in the time domain is

 ( ) ( )  ,i K e t K e t dt*
P Iq = + #  (1)

where KP  and KI  are the propor-
tional and integral gains, respective-
ly. By using the Laplace trans  form, 
the transfer function of the PI con-
troller is shown as 

 ( ) ,G s K t s
t s 1

1 P
i

i= +  (2)

where /t K KP Ii = . To design the 
speed controller using pole-zero 
cancellation, all of the delay times 
of the speed control loop are com-
bined into an effective delay time 
t DR  as follows [5]:

 ,t t t tD ID FD SD= + +R  (3)

where tID  is the delay time of the 
current control loop ( ),T sI  tFD  is the first-order delay of 
the speed filter, and tSD  is the delay time owing to the cal-
culation of the speed control loop. Then, the speed control 
model of the IPMSM drive system can be simplified to Fig-
ure 2(b). Moreover, the model of the inverter used in the 
motor servo drive can be simplified and represented by a 
first-order system with a gain and a phase delay [5] as 

 ( ) ,G s t s
K

1
T

2
D

= +R
 (4)

where KT  is a torque constant. In addition, the controlled 
plant of the motor drive system can be represented as 

 ( ) ,G s Js B t s
K1

13
q

q
= + = +  (5)

where J  is the inertia constant, B  is the damping coeffi-
cient, /  ,K B1q =  and / .t J Bq =  The open-loop transfer 
function of the system is
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The PI controller of the speed control loop is designed by 
using pole-zero cancellation, i.e., .t ti q=  Then, the closed-
loop transfer function of the speed control can be repre-
sented as 
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(7)

where the undamped natural frequency is denoted  
by  / /K K K t t K K K tΩ P In T q i D T q D= =R R  and a lso p =

./ /t K K K t K K K t4 1 4P Ii T q T q DD =R R  The resulting closed-
loop transfer function is a standard second-order trans-
fer function.

From experi
mentation, it was 
found that the 
proposed intelligent 
control approach 
can guarantee the 
optimal bandwidth 
at different speed 
commands.
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Figure 2. a schematic model of an IPmSm servo drive system: a (a) speed control loop and (b) simplified 
speed control loop.
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Dynamic Performance Analysis of the IPMSM 
Servo Drive System
According to (7), the closed-loop frequency characteristic 
of the motor servo drive is expressed in the following:
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(8)

The cutoff frequency Ωb  is defined as follows:

 . .
1 2

1 0 707
2

1
Ω Ω Ω Ωb n b n

2 2 2
,

p- +
=_ _i i7 7A A  (9)

Then, one can obtain the following relationship among ,Ωb  
,Ωn  and :p

 .1 2 2 4 4Ω Ωb n
2 2 4p p p= - + - +  (10)

Since the undamped natural frequency Ωn  is proportion-
al to ,KI  from (10), the cutoff frequency Ωb  is also pro-
portional to .KI  That is to say, increasing KI  results in a 
rise in the cutoff frequency .Ωb  On the other hand, the 
effect of p  can be ignored owing to its value being small-
er than one.

A Two-Input, Two-Output WFNN
A four-layer WFNN with two inputs and one output, 
which uses the first derivative of a Gaussian function as 
its membership function, is shown in Figure 3. The pro-
posed WFNN comprises an input (the i  layer), a member-
ship (the j  layer), a rule (the k  layer), and an output (the 
o  layer).

In the input layer, the node input and the node output 
are represented as

 ( ) ,     ( ( )) ( ), , ,net N x y f net N net N i 1 2i i i i i i
1 1 1 1 1 1= = = =  (11)

where xi
1  and yi

1  denote the input and output of the ith 
node in this layer, N represents the Nth iteration, and x1

1  
and x2

1  denote the tracking error e and its derivative .eo  
Moreover, in the membership layer, each node performs a 
wavelet from its mother wavelet. The node input and the 
node output are denoted as

 ( ) ,net N b
x a

j
j

ji2
2

=
-

 (12)

 ( ) ( ( )),     ,  ,  ,y N h net N j 1 2 3j j
2 2= =  (13)

 ( ) ( . ),exph x x x0 5 2=-  (14)

where a j  and b j  denote the parameters of translation and 
dilation of the associated wavelet membership function, 
and xi

2  and y j
2  are the input and output of the jth  node of 

the ith  input. By properly choosing the parameters in the 
first derivative of the Gaussian function, it possesses the 
universal approximation property [14]. Furthermore, in the 
rule layer, each node k  is denoted by ,P  which multiplies 
the input signals and outputs the result of the product. For 
the kth  rule node,

 
f

( ) ( )

( ) ( ) ( ),    , ...,  ,

net N x N

y N net N net N k 1 9

k jk j

k k k

j

3 3 3

3 3 3

~=

= = =k
3^ h
%

 
(15)

where x j
3  represents the jth  input to the node of layer 3, 

jk
3~  represents the connected weights between the mem-

bership layer and the rule layer and is assumed to be unity, 
and k  is the number of rules with complete rule connec-
tion if each input node has the same linguistic variables. In 
addition, in the output layer, the node input and the node 
output are denoted as

( ) ,   ( ) ( ) ( ), ,net N x y N f net N net N o 1o ko
k

k o o o
4 4 4 4 4 4~= = = =o

4^ h  
 (16)

where xk
4  represents the kth  input to the node of layer 4, 

and the connected weight ko
4~  represents the output action 

strength of the oth  output associated with the kth  rule.
In this study, the supervised gradient decent technique 

is adopted to derive the online algorithm of the WFNN. An 
error function E  is defined as 

 ( ) .E e2
1

2
1*

rm rm
2 2~ ~= - =  (17)

In the proposed WFNN, the connected weights of the out-
put layer and the translation and dilation of the wavelet 
membership functions are trained online. The detailed 
derivation of the online learning algorithms based on the 
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Figure 3. a WFnn with the first derivative of a 
gaussian membership function.



 October 2018    IEEE SyStEmS, man, & CybErnEtICS magazInE 33

back-propagation method is similar to [9] and is omitted in 
this study. In addition, the online learning algorithms 
using varied learning-rate parameters can guarantee the 
convergence of the tracking error by using the conver-
gence analysis of a discrete-type Lyapunov function. In the 
convergence analysis, the energy function E  shown in 
(17) is represented as a discrete-type Lyapunov function. 
The resulting learning-rate parameter of the connected 
weights of the output layer h~  is 

 

( )
( ) ( )

( )
,

y k
E N y k

E N

4
1 1

4

1
2

0
kk

2
2

2
2

h

~
f

=
+

~

c m< F
 (18)

where 0f  is a positive constant. Additionally, the result-
ed learning-rate parameters of the translation and dila-
tion of the wavelet membership function ah  and bh  are 
as follows:
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(19)

Design and Experimentation
The specifications of the IPMSM are 

 ◆ three-phase
 ◆ 945 W
 ◆ 6.87 A
 ◆ 2.25 N∙m
 ◆ 4,000 r/min. 

The insulated-gate bipolar transistor voltage source invert-
er with a switching frequency of 10 kHz is controlled by 
using SVPWM technology through the voltage vectors v*

a  

and ,v*
b  as shown in Figure 1. Moreover, the test platform 

of the IPMSM servo drive system comprises a torque 
meter, gear reducer, and magnetic powder brake. In addi-
tion, the implementation of the control algorithms for the 
IPMSM servo drive system is based on a TMS320F28075 
32-b floating-point DSP with 120 MHz. The nominal value 
of the gains of the speed controller using the parame-
ters of the IPMSM servo drive system, which are shown in 
Table  1, via the pole-zero cancellation technique are 

.K 0 2P =  and .K 2I =
The simulation cutoff frequency Ωb  of the speed con-

trol loop of the IPMSM servo drive system is 21.2 Hz, as 
shown in Figure 4(a). The experimental frequency 
response of the speed control loop of the IPMSM servo 
drive system is shown in Figure 4(b), with the cutoff fre-
quency Ωb  of 20.4 Hz, which is obtained by using an Agi-
lent 35670 A dynamic signal analyzer. Owing to the 
uncertainties, including the damping of the IPMSM 
servo drive, the bandwidth of the experimental frequen-
cy response is smaller than the simulation frequency 
response. Since using the proposed WFNNs to tune the 
gains of the PI speed controller online makes the pole-
zero cancellation fail, the closed-loop transfer function 
cannot be represented as a standard second-order 
transfer function. Thus, a third-order transfer function, 

Items Quantities Items Quantities

B 0.01216 N∙m/(rad/s) KT 0.33081 N∙m/A

Kq 82.24 (rad/s)/N∙m tq 0.105 s

J 0.00128 N∙m/(rad/s2) t DR 0.0021 s

Table 1. The parameters of the IPMSM 
servo drive.
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Figure 4. the test results of a nominal designed IPmSm servo drive system: the (a) simulation frequency 
response and (b) experimental frequency response.
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considering the parameters of the IPMSM servo drive, 
results as follows:

. ( . ) .s s K0 1071 27 2 27 2+ + + +

( )

( ) ( )

.

. .
.

G s

t t T s t T t s t K K K s K K K
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K
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(20)

In the experimentation, the sampling rates are 0.1 ms 
for the current control loop and 1 ms for the speed control 
loop. The execution or compute time of the C program in 
the TMS320F28075 32-b floating-
point DSP can be obtained by the 
clock tool of the Texas Instru-
ments Code Composer Studio ver-
sion 5 program editing interface. 
The total operation cycles and 
tota l execution t ime for the 
WFNNs and FOC are 12,670 and 
0.105 ms, respectively. As a result, 
the total execution time of the 
proposed online autotuning tech-
niques using WFNNs is still less 
than 1 ms, which is the sampling 
interval of the speed control loop. 
Moreover, the searching mecha-
nism for the proposed online auto-
tuning technique using WFNNs is 
based on the rise time of different 
speed commands. According to the 
different rise times of 0.4, 0.3, and 
0.2 s, a larger tracking error and its 
derivative will result in larger incremental values of KP  
and .KI  And the undamped natural frequency Ωn  will 
increase accordingly. 

Furthermore, according to (10), Ωn  is the main factor 
that is related to the −3-dB bandwidth. Therefore, the 
bandwidth of the speed control loop will be increased 
accordingly to achieve the optimal bandwidth for differ-
ent rise times and to avoid overdesign of the bandwidth. 
In addition, in this study, the delay times of the current 
control loop, speed filter, and speed control loop are 
designed to be 0.0001, 0.001, and 0.001 s, respectively. All 
of the delay times of the speed control loop can be com-
bined into an effective delay time ,t DR  as shown in (3) 
and Table 1. Additionally, the parameters of the PI cur-
rent controllers are tuned by trial and error to achieve 
the best transient and steady-state control performance, 
considering the stability requirement. The chosen 
parameters of the PI current controllers are K 19Pi =  
and , ,K 2 000Ii =  where K Pi  and K Ii  represent the pro-
portional and integral gains of the PI current control-
lers, respectively.

Using the outputs of a standard second-order trans-
fer function with rise times of 0.4, 0.3, and 0.2 s as three 
consecutive speed commands from 2,000 to 3,000 r/min 
at a no-load condition, the speed responses of the IPMSM 
servo drive system are shown in Figure 5(a). The current 
command i*

q  and speed-tracking error are shown in 
Figure 5(b). The outputs of the WFNNs KPT  and KIT  
and the resulting PI speed controller gains are shown in 
Figure 5(c). 

Furthermore, the simulation frequency responses of 
the speed control loop of the IPMSM servo drive system 
are shown in Figure 5(d)–(f) and are obtained by using (20) 
with the steady-state gains of the PI speed controller at the 
respective speed command. In addition, the experimental 

frequency responses of the speed 
control loop of the IPMSM servo 
drive system are shown in Fig-
ures  5(g)–(i) and are also obtain-
ed by using an Agilent 35670 A 
dynamic signal analyzer with the 
steady-state gains of the PI speed 
controller at the respective speed 
command. From the simulation 
frequency responses shown in Fig-
ure 5(d)–(f), the cutoff frequen-
cies Ωb  are 23.2, 26.8, and 29.7 Hz, 
respectively. Additionally, from 
the experimentation frequency re -
sponses shown in Figure 5(g)–(i), 
the cutoff frequencies Ωb  are 20.9, 
24.3, and 28.3 Hz, respect ively. 
Therefore, the proposed online 
autotuning techniques us  ing WFNNs 
can achieve the optimal bandwidth 
for the IPMSM servo drive accord-

ing to the rise time of different speed commands.
Using the outputs of a standard second-order transfer 

function with rise times of 0.4, 0.3, and 0.2 s as three con-
secutive speed commands from 2,000 to 3,000 r/min at a 
1-N∙m load condition, the speed responses of the IPMSM 
servo drive system are shown in Figure 6(a), the speed-
tracking error and current command i*

q  are detailed in 
Figure 6(b), and the outputs of the WFNNs KPT  and KIT  
and the resulting PI speed controller gains are shown in 
Figure 6(c). Compared with the steady-state gains of the PI 
speed controller at a no-load condition, the gains are 
increased for the 1-N∙m load condition to achieve the same 
rise time. 

Furthermore, the simulation frequency responses of 
the speed control loop of the IPMSM servo drive sys-
tem are included in Figure 6(d)–(f) and are obtained 
by using (20) with the steady-state gains of the PI 
speed controller at the respective speed command. In 
addition, the experimental frequency responses of the 
speed control loop of the IPMSM servo drive system are 
shown in Figure 6(g)–(i), with the steady-state gains of 

The proposed online 
autotuning techniques 
using WFNNs can 
achieve the optimal 
bandwidth for the 
IPMSM servo drive 
according to the 
rise time of different 
speed commands 
at different load 
conditions.
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the PI speed controller at the 
respective speed command. From 
the simulation frequency respons-
es in Figure 6(d)–(f), the cutoff fre-
quencies Ωb are 24.4, 27.6, and 
32.7 Hz, respectively. Additionally, 
from the experimentation frequency 
responses displayed in Figure 6(g)–
(i), the cutoff frequencies Ωb  are 
21.4, 25.8, and 30.8 Hz, respectively, 
which shows that the proposed 
online autotuning techniques using 
WFNNs can achieve the optimal 
bandwidth for the IPMSM servo 
drive according to the rise time of different speed com -
mands at different load conditions.

Conclusion
An intelligent autotuning scheme for the PI speed controller 
using two two-input, one-output, four-layer WFNNs was suc-
cessfully developed and implemented in this study to 
achieve the optimal bandwidth of an FOC IPMSM servo 
drive. The proposed intelligent autotuning scheme was 
developed to search the optimal bandwidth of servo motor 
drives without using the information of plant parameters 
and the characteristics of servo motor drives. From the 
experimental results, the gains of the PI speed controller of 
the IPMSM servo drive were tuned automatically to achieve 
the required optimal bandwidth according to the rise time 
of different speed commands at different load conditions.
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